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1
Introduction

The present paper addresses the relationship between noun phrases (NP’s) and given ontological representations for a vocabulary of nouns. The intention is to eventually establish a so-called ontological formal semantics for NP’s. This is carried out by devising what is termed ontological types, or, for short ’ontotypes’, for NP’s. The ontotype of an NP is an algebraic term, a feature structure, associated with a node in a given ontological structure according to the conceptual content of the phrase. By introducing combinability constraints on ontotypes, many ambiguities in NP’s can be resolved as a byproduct of the proposed ontological analysis.

At this stage of development of our theory the ontotype ignores the determiner structure of NP’s, and in this paper we shall concentrate exclusively on NP’s containing PP complements and/or adjuncts. 

A crucial idea in the present approach is the identification in a principled manner of appropriate candidate semantic relationships expressed by different types of NP’s, drawing on inferential support from the formal ontology. Our approach depends critically on the possibility of establishing a coherent general purpose ontology in which ontologically admissible relationships between concepts can be specified at higher levels and inherited at lower levels.

Placing the semantic compositional load on the ontological description as envisaged in our theory, allows the semantic specifications in the lexical entries to be reduced to a minimum.

2
The notion of  a generative ontology

We assume that the semantic description of constituent nouns in the NP’s considered are identifiers pointing to a concept node in the ontology, which is conceived of as a lattice ordered by the concept inclusion relation. This means that for a given concept node, its superordinate concepts are located above it, and its subconcepts below it. For the top level of the ontology we tentatively select major ontological categories such as Place, Time, Occurrent, Phenomenon, Property, and possibly others, as indicated in (1):
(1)





T


Time                         Place       Occurrent      Phenomenon  Property


Instant Period   Object       State Course Event


                                                     Process 

These ontological categories and their subcategories are meant as a working hypothesis subject to adjustment in the course of developing the framework. For instance, one might prefer introducing the category Instant as a subcategory of the concept Period distinguished by having zero duration.

In principle, the ontology extends downwards indefinitely. In this way we obtain a generative ontology with virtual nodes corresponding to the interpretation of all semantically admissible complex NP’s. Still, the lattice is bounded upwards as well as downwards. It is bounded downwards by virtue of a distinguished bottom (null) concept serving to express the ontological inadmissibility of concepts, as exemplified in (2):

(2)
a.  stuff x event = ( 

b. vitaminA  x vitaminB = (
c. stuff x TMP( ...) = (
- where the concepts stuff and  event combined by lattice meet are described as non-overlapping, and similarly for the b.- and c.-examples.

The ontotypes corresponding to nodes combine freely algebraically with the lattice join: + , called ’conceptual sum,’ as in (3):
(3)
child = boy + girl

and with  the lattice meet x, called ’conceptual product’ or ’crux,’ as in (4):
(4)
boy = child x male
The compound terms in (3) and (4) correspond to the Montague style 1-place expressions in (5) and (6), respectively:

(5)
(x.boy(x) ( girl(x) 
(6)
(x.child(x) ( male(x)
In accordance with this, the plus and crux operations on ontotypes (lattice nodes) conform set-theoretically with union and intersection, respectively, as in the corresponding set-denoting representations in (7) and (8):

(7)
child = boy ( girl
(8)
boy = child( male 

Thus the present ontological semantics supports a simplified extensional interpretation of nouns and NP’s as set-denoting constructs. However, the additional conceptual lattice structure materialised algebraically in the ontology enters as a novel dimension, imbuing this semantical set-up with an intensional flavour.

We shall use the notation in (9):

(9)
<|X|> 
to signify the algebraic term or ontological node associated with the linguistic expression X. For instance, the notation convention applied to the lexical item dreng, ’boy’, yields (10):

(10)
<|dreng|> = boy
That is, via the lexicon the semantics of the lexical entry for dreng is mapped to the ontological node (ontotype) boy. Polysemous nouns are to be handled by mapping into a sum node, where the lattice join, +, combines the distinct meanings (ontotypes), cf. (11):

(11)
<|ben|> =  bone + leg.

3
Compositionality in ontological semantics

In the present approach the meet operator x (crux) is suggested for combining meanings of NP subphrases, implying that attaching subphrases are always restrictive, no matter whether they are complements or adjuncts. In addition to the operators join (+) and meet (x), the ontological semantics exploits a third operation, the so-called Peirce product (:) shown in (12) as discussed in Fischer Nilsson (this volume):

(12)
(r  : ( ) 

The Peirce product combines a binary relation r with an ontotype (  to give an ontotype. Thus the relation r relates nodes in the ontology, that is, it relates the node (  to the node represented by the expression in (12). The corresponding Montague style abstraction is the one in (13):

(13)
(x.(y(r(x,y) ( ((y)))
which again indicates that the concepts in our theory correspond to 1-place predicates, conforming with the set explication in (14):

(14)
(r : ()= {x|(y(<x,y> ( r ( y ( (}
In the present application, r corresponds to a semantic (or thematic) role in the tradition of case roles such as agt (agent), loc (location), prp (purpose), pnt (patient) and other roles mentioned in the following sections and discussed in a broader context in Madsen et al. (this volume). In the detailed elaboration of the ontological semantics these onto-relations form a lattice of their own, so that some relations imply other relations.

The Peirce product may be used as a factor as in (15):

(15)
(  x (r : ()

In an intuitive interpretation the ontotype in (15) functions as a feature structure conventionally written as in (16):

(16)
( [r : (]

with the attribute value pair [r : (] attaching to the node (. 

Thus the relation r has a dual function: on the one hand as a binary relation reminiscent of semantic nets, and on the other hand as a role name interlocked with the ontological classification structure. 

In order to stress the role usage for (r : (), we may simply write as in (17):

(17)
r(()

for the simpler cases of r being an identifier.

4
Prepositional phrases

We turn next to our treatment of NP’s containing prepositional phrases (PP’s) functioning as complements or adjuncts. Consider first nouns with a complement PP, that is an NP with the syntactic structure in (18):

(18)
NP [N PP [Prep NP]].

For such phrases we devise the onto-semantical schema in (19) using the Peirce product as mentioned above:

(19)
<| NP [N PP [Prep NP ]] |> = <| N |> x (<| Prep |> : <| NP |>)

So we get the result that the ontotype of the syntactic construction in (18) equals the ontotype on the right-hand side of the equation in (19), which says that the conceptual representation of the  NP is obtained in two steps: 

1) by getting the relation-part of the Peirce product from the preposition and its value from the NP governed by the preposition 

2) and then by lattice meet combining the Peirce product with the conceptual representation of the head noun of the whole phrase.

Here the ontotype <| Prep |> is the sum of the semantic relations associated with Prep. This is in order to accommodate the complex relationship between prepositions and semantic roles, including the unrestricted case of Prep being semantically vacuous, achieved as the sum of all possible roles.

The ontological node described by the expression in (20):

(20)
<| N |> x (<| Prep |> : <| NP |>) 

is a ”virtual node” in the generative ontology sitting below the ontotype of N, i.e., <|N|> in the ontology, conforming with the claim that in principle all PP’s act as  restrictions. Using Montague style abstraction the node in (20) corresponds extensionally to the <e,t>-type (-expression in (21):

(21)
(x.(x ( N ( ((y(<x,y> ( Prep ( y ( NP ))

where Prep is the set union of the associated role relations as sets. This extensional reduction is of no consequence to the computational treatment of ontological semantics at the algebraic level, and is meant only as a hint to conventional set-oriented semantics.

We assume that the ontology imposes ’combinability constraints’ on ontotypes, stating the ontologically meaningful semantical relations between categories. This helps semantic disambiguation by selection - or at least filtering - of the ontologically admissible relations among those associated with the pertinent preposition.

Any remaining semantical ambiguities are managed in this approach as sums of ontotypes, supported by the availability of algebraic identities such as the one in 
(22):

(22)
((r1 + r2 ) : ( ) = (r1 : ( ) + (r2 : ().

5
Examples: Prepositional phrases in noun phrases

In order to illustrate the central ideas of the framework as well as some of the challenges this theoretical approach has to address, we now take a look at a few concrete examples.

We envisage a set-up such as (23), which assumes that the linguistic analysis is separated from the ontological analysis.

(23)






     SynSemComponent

Linguistic analysis

                



     Lexicon

Complex Concept


Ontological analysis

Ontology-Node Identification/Placement

5.1
Linguistic analysis
The linguistic analysis is carried out by the rules in a syntactico-semantic component, whose task is to assign a syntactic structure to any given NP, and a semantic representation to each of the syntactic structures assigned. By way of illustration, consider again the example in (19):

(19)
<|NP [N PP [Prep NP ]]|> = <|N|> x (<|Prep|> : <|NP|>)

The grammar rules we need in order to get the structure in (19) and the semantic representation in the form of an ontotype associated with that structure, are those in (24): 

(24)
NP( N PP
; <|N|> x <|PP|>

PP ( Prep NP; (<|Prep|> : <|NP|>)
In our grammar rules we are using ordinary rewriting rules, but with the right-hand side specifying both the syntactic and the semantic structures, separated by a semicolon. It is an open question to which extent we need to incorporate syntactico-semantic rules in the grammar that describe the structural differences between complement and adjunct constructions, and the way different semantic representations are composed based on the complement/adjunct distinction. 

Ideally, in a more radical ontological approach than the one we are pursuing here, we would like to investigate if we might even do without these syntactic distinctions, since then, in principle, by and large all semantics might be dealt with on an ontological basis. Hence, with a sufficiently fine-grained ontology we might do away with the problems engendered by structural ambiguities caused by PP-attachment, for instance, and leave it up to the ontology to decide the number and make-up of ontologically admissible readings for any NP (or any other construction, for that matter).

For the time being, however, we shall behave conservatively linguistically speaking, and assume that we need to make the traditional distinction between complements and adjuncts, and hence adopt a more elaborate grammar such as the one in (25):

(25)
NP( N PP;
<|N|> x <|PP|> 

PP ( Prep NP; (<|Prep|> : <|NP|>)
NP1 ( NP2 PP; <|NP2|> x <|PP|> 

NP( N; <|N|> 

For exactly the same ”ontology-based” reasons, we shall assume a maximally simple lexicon, in which the semantic information is reduced to identifiers pointing to concepts in the ontology.

Considering examples like the ones in (26) - (29):

(26)
Omsætning af fedt

’Metabolism of fat’

(27)
Omsætning af fedt i kroppen

Metabolism of fat in body.the


’Metabolism of fat in the body’

(28)
Mangel på D-vitamin om vinteren

Lack on D-vitamin in winter.the


’Lack of vitamin D in winter’

(29)
Nedbrydning af materiale

’Decomposition of material’

we shall assume lexical entries for omsætning (’metabolism’) and fedt (’fat’) such as (30) and (31), respectively:


(30)
orth: omsætning

synsem| cat
N

             |cont
metabolism

(31)
orth: fedt

synsem| cat
N

             |cont
fat

The semantics of the prepositions is much more elaborate than that of nouns in that each preposition contains the conceptual sum (join) of relations expressible by that preposition. Thus, we get something along the lines of (32) for a highly versatile preposition like af (’of’):


(32)
orth: af

synsem| cat
P

             |cont
pnt + agt + mat + pof …

Examples that show some typical interpretations of af with the roles mentioned in (32) are such as those in  (33):

(33)
a. pnt:
Nedbrydning af materiale






’Decomposition of material’


b. agt:
Bogen af Anne




’The book by Anne’


c. mat:
Et hus af træ




’A house of wood’

d. pof:
Forsiden af maven

 


’The front side of the stomach’

The syntactico-semantic grammar taking care of the composition of the phrasal semantics would contain the subset of rules in (25), and these rules, in turn, would take care of the composition of the semantic representation in the form of ontotypes of the NP’s under consideration according to the principles laid out earlier, in particular (19):

(19)
<|NP [N PP [Prep NP ]]|> = <|N|> x (<|Prep|> : <|NP|>)

For an example like (26):

(26)
Omsætning af fedt

’Metabolism of fat’

this would give the ’instantiation’ of the schema in (19) shown in (34):

(34)
<|NP [omsætning PP [af NP[fedt] ]]|> = 

metabolism x [(pnt + agt + mat + …) : fat]

subsuming all of the concepts in (35):

(35)
a.
metabolism x (pnt : fat)

b.
metabolism x (agt : fat)

c.
metabolism x (mat : fat)

This should give an idea of how the semantic representations are generated in the linguistic analysis, which hands over such representations, as it were, to the ontological analysis as shown in the overview of the analysis in (23).

Looking a little closer at the composition at the linguistic level, we can consider the analysis of an example containing two PP’s thus giving rise to a structural ambiguity:

(27)
Omsætning af fedt i kroppen

Metabolism of fat in body.the

 
’Metabolism of fat in the body’

The two analyses resulting from the relevant lexical entries and the rules in (25) are shown in (36) and (38). 

Both of these structures are supposed to illustrate how the ontotypes of the full NP’s are composed on the basis of a very simple syntactic structure. And the semantic contribution of each constituent is indicated to the right of the semicolon following the syntactic category. The head noun omsætning (’metabolism’) supplies the key concept, which is restricted by the rest of the structure. But the difference in syntactic structure gives rise to two different concepts as the end result, showing that we have let our hypothesis about linguistic structure influence the input to the ontological analysis, as indicated previously.

(36)             NP; [metabolism x [(pnt + …) : fat]] x [(loc + …) : body]


   NP; metabolism x [(pnt + …) : fat]                 PP; [(loc + …) : body]


N; metabolism        PP; [(pnt + …) : fat]         P; (loc + …)       NP; body

                 P; (pnt + …)                  NP; fat                                      N; body

                                                             N; fat

Omsætning       af                                      fedt                i                      kroppen

So, in linguistic terms (36) analyzes af fedt (’of fat’) as the complement of omsætning (’metabolism’) and i kroppen (’in the body’) as an adjunct of omsætning af fedt (’metabolism of fat’). 

The resulting ontotype is shown in (37):

(37)
 [metabolism x [(pnt + … ) : fat]] x [(loc + …) : body]
which points to a node in the ontology situated below the concept metabolism, and restricts it so that fat is interpreted as the affected patient of the process of metabolism and such that the whole process of metabolism of fat is interpreted as being located in the body. So, a pertinent paraphrase is ’fat metabolism taking place in the body.’

(38)       NP; metabolism x [(pnt + …) : (fat x [(loc + …) : body])] 


      N; metabolism            PP; [(pnt + …) : (fat x [(loc + …) : body])] 


                                 P; (pnt + …)                       NP; fat x [(loc + …) : body]


                                                           NP; fat                    PP; [(loc + …) : body]


                                                       N; fat                  P; (loc + …)            NP; body

                                                                                                                    N; body

         Omsætning                  af                  fedt                        i                           kroppen

In (38), too, we have a complement structure as well as an adjunct structure. However, the complement of omsætning (’metabolism’) in this analysis is fedt i kroppen (’fat in the body’), and i kroppen (’ in the body’) is conceived of as the location of fedt (’fat’) giving the complex concept in (39):

(39)
metabolism x [pnt : (fat x [loc : body])] 

The representation in (39) says that the affected patient of omsætning (’metabolism’) is fat located in the body.
 Obviously, this interpretation is pragmatically less plausible than the one given in (37).

5.2
Ontology-based interpretation: Ontogrammar

What happens next is that these input expressions are analyzed ontologically in terms of their conceptual structures. This involves determining their appropriate locations, that is, the relevant nodes in the ontological lattice. Thus, for both of the ontotypes in (37) and (39), the node metabolism would be the appropriate superconcept to start from, and then finding the more restricted nodes below that by following the specialising feature structures attached to the superconcept. 

Such subconcepts as those in (37) and (39) may or may not be already available in the ontology. They are virtual nodes, which may be asserted in the ontology insofar as they are ontologically admissible. And here lies a crucial problem for our theory: Which nodes are ontologically admissible? and how to determine which are, and which are not?

The relevant part of the ontology for the examples in (37) and (39) is shown in (40):

(40) 
                                    Process

                                 metabolism 
                                              
                      metabolism x [pnt:fat]   


                                                    [metabolism x [pnt : fat]] x [loc : body]
  metabolism x [pnt : (fat x [loc: body])]

Ideally, then, the ontology is where the admissibility of the interpretations should be determined. Probably, both readings should be licensed, since omsætning may be understood as metabolism very broadly, not only in the nutritional sense, since metabolism takes place in every cell.

5.3
Discarding a Reading

Next, let’s consider an example where we might discard a certain reading on an ontological basis.

(41)
Mangel på D-vitamin om vinteren

Lack on D-vitamin in winter.the


’Lack of vitamin D in winter’

Again we get a sum of readings, among which we would find those in (42) and (43).


(42)
       lack  x   wrt : vitamin-D
                              tmp : winter

That is, the concept ’lack of vitamin D temporally restricted to the period of winter’.

The concept in (43), too:

(43)
 lack x [wrt : (vitamin-D x [tmp : winter])]

is some specialization of the concept of lacking something. However, in this case it is not so easy to say exactly what it is that is lacking. Somehow ’vitamin D in the winter’ seems to be ontologically inadmissible. So, presumably the latter reading could be discarded on ontological grounds by some principle involving the generalization in (44):

(44)
stuff x [tmp : (…) ] =  (
Finally, let’s consider an example like (29) with a view to briefly showing how concept specializations involving inappropriate relation(s) may be removed from the sum of possible relations provided by the lexical entries of the individual prepositions:

(29)
Nedbrydning af materiale

’Decomposition of material’

A subset of the ontotypes derived for (29) is given in (45), assuming that the preposition af (’of’) is partially specified in the lexicon as shown in (32):


(32)
orth: af

synsem| cat
P

             |cont
pnt + agt + mat + pof …

(45)
a.
decomposition x (pnt : material)

b.
decomposition x (agt : material)

c. decomposition x (mat : material)

d. decomposition x (pof : material) 

Not all of these readings are equally good ontologically speaking, and, if possible, we need to find a way to eliminate those that are somehow ”un-ontological”, as it were. 

What we might like to say in order to rank the d.-example low in admissibility, for instance, is that since a process is not a physical object, and material is – at least the concept of material we have in mind here – it follows that a process is not a possible part of material. 
Hopefully, similar explanations can be found for the other less relevant roles.

6
Conclusion 

With a view to laying the groundworks for establishing an ontological formal semantics for NP’s, we have adumbrated a theory of the relationship between NP’s and ontological representations for a vocabulary of nouns. This was accomplished by devising ontological types, or ’ontotypes’, for NP’s. The ontotype of an NP is an algebraic term, a feature structure, associated with a node in a given ontological structure according to the conceptual content of the phrase. In principle, the ontology envisaged extends downwards indefinitely, whereby we obtain a generative ontology with virtual nodes corresponding to the interpretation of all semantically admissible complex NP’s.

In this paper we have concentrated exclusively on NP’s containing PP complements and/or adjuncts, showing how it is possible in principle to identify candidate semantic relationships expressed by different types of NP’s by drawing on inferential support from the formal ontology. The admissible relationships are specified at higher levels in the ontology and inherited downwards from general to more specific categories. Thus our approach depends critically on the possibility of establishing a coherent general purpose ontology in which ontologically admissible relationships between concepts can be specified at higher levels and inherited at lower levels.

Placing the semantic compositional load on the ontological description as envisaged in our theory, allows the semantic specifications on the lexical entries to be reduced to a minimum, and, possibly, a fairly simple syntactic structure as well. In addition, the ontological type structure with its combinability resolves out many ambiguities in NP’s as shown in the examples.
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� 	For a broader discussion of ontological structure, we refer to Sowa (2000). The formal framework adopted here is elaborated in Fischer Nilsson (this volume). The semantic relationships between categories is discussed in Madsen et al. (this volume).


� 	More accurately, the concept represented in � REF _Ref471975287 \h � \* FLETFORMAT �Fejl! Ukendt argument for parameter.�) is subsumed by the algebraic sum of readings resulting from the linguistic analysis, cf. examples � REF _Ref471992603 \h ��(34�) and � REF _Ref471905995 \h ��(35�) above, along with several others which we have not included in this discussion.


�	From the point of view of nutrition, however, probably only one of the readings is relevant here, namely the one represented in � REF _Ref471975889 \h � \* FLETFORMAT �Fejl! Ukendt argument for parameter.�). So with that extra piece of pragmatic information available from some source, we would be able to restrict the search even further.
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